
lable at ScienceDirect

Progress in Solid State Chemistry 42 (2014) 1e21
Contents lists avai
Progress in Solid State Chemistry

journal homepage: www.elsevier .com/locate/pssc
Recent progress in scanning electron microscopy for the
characterization of fine structural details of nano materials

Mitsuo Suga a,*, Shunsuke Asahina a, Yusuke Sakuda a, Hiroyoshi Kazumori a,
Hidetoshi Nishiyama a, Takeshi Nokuo a, Viveka Alfredsson b, Tomas Kjellman b,
Sam M. Stevens c, Hae Sung Cho d, Minhyung Cho d, Lu Han e, Shunai Che e,
Michael W. Anderson f, Ferdi Schüth g, Hexiang Deng h, Omar M. Yaghi i, Zheng Liu j,
Hu Young Jeong k, Andreas Stein l, Kazuyuki Sakamotom, Ryong Ryoo n,o,
Osamu Terasaki d,p,**
a JEOL Ltd., SM Business Unit, Tokyo, Japan
b Physical Chemistry, Lund University, Sweden
c Private Contributor, UK
dGraduate School of EEWS, KAIST, Republic of Korea
e School of Chemistry & Chemical Engineering, Shanghai Jiao Tong University, China
fCentre for Nanoporous Materials, School of Chemistry, University of Manchester, UK
gDepartment of Heterogeneous Catalysis, Max-Planck-Institut für Kohlenforschung, Mülheim, Germany
hCollege of Chemistry and Molecular Sciences, Wuhan University, China
iDepartment of Chemistry, University of California, Berkeley, USA
jNanotube Research Center, AIST, Tsukuba, Japan
kUNIST Central Research Facilities/School of Mechanical & Advanced Materials Engineering, UNIST, Republic of Korea
lDepartment of Chemistry, University of Minnesota, Minneapolis, USA
mDepartment of Nanomaterials Science, Chiba University, Japan
nCentre for Nanomaterials & Chemical Reactions, IBS, Republic of Korea
oDepartment of Chemistry, KAIST, Republic of Korea
pDepartment of Materials & Environmental Chemistry, Stockholm University, Sweden
Keywords:
Scanning electron microscopy
Through-the-lens detection system
Nano-materials
Atmospheric SEM
Metal-organic frameworks
Mesoporous materials
* Corresponding author.
** Corresponding author. Graduate School of EEWS,

E-mail addresses: msuga@jeol.co.jp (M. Suga), tera

http://dx.doi.org/10.1016/j.progsolidstchem.2014.02.00
0079-6786/� 2014 Elsevier Ltd. All rights reserved.
a b s t r a c t

Research concerning nano-materials (metal-organic frameworks (MOFs), zeolites, mesoporous silicas, etc.)
and the nano-scale, including potential barriers for the particulates to diffusion to/from is of increasing
importance to the understanding of the catalytic utility of porous materials when combined with any
potential super structures (such as hierarchically porous materials). However, it is difficult to characterize
the structure of for example MOFs via X-ray powder diffraction because of the serious overlapping of re-
flections caused by their large unit cells, and it is also difficult to directly observe the opening of surface
pores using ordinary methods. Electron-microscopic methods including high-resolution scanning electron
microscopy (HRSEM) have therefore become imperative for the above challenges. Here, we present the
theory and practical application of recent advances such as through-the-lens detection systems, which
permit a reduced landing energy and the selection of high-resolution, topographically specific emitted
electrons, even from electrically insulating nano-materials.

� 2014 Elsevier Ltd. All rights reserved.
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1. Introduction raster fashion (Fig. 1a). The interaction between the sample and the
For research concerning nano-materials, it is necessary to
observe the morphology and composition of samples. At present,
scanning electron microscopy (SEM) is heavily used in the pursuit
of the further understanding nano-materials, because of the
recent significant improvements in SEM for imaging, diffraction
and elemental analysis in terms of spatial resolution and sensi-
tivities [1,2]. Here, we use the word “nano-material” to represent
a material that exhibits characteristic features in its physical and
chemical properties that have origins in the material’s structure
at the nanoscopic level. In this review article, recent improve-
ments in SEM and their effect on nano-material characterizations
and their dependence upon the use of low landing energies are
presented.
1.1. The basic principles of SEM

An SEM demagnifies an electron beam that is produced by a
source into a probe which scans across the surface of a sample in
electron probe (impacted electrons e IE) produces various types of
emissions, which are captured by different detectors placed in
appropriate positions.

Morphological/topological-contrast and compositional infor-
mation are separatelyobtained by selecting specific types of emitted
electrons, known as secondary electrons (SEsewith energies smaller
than 50 eV) and backscattered electrons (BSEsewith energies larger
than 50 eV), respectively; see Fig. 1b. Further compositional infor-
mation is obtained through the detection of characteristic X-rays
using an X-ray detector.

While transmission electron microscopes (TEMs) remain the
most-used type microscopes for the characterization of crystal
defects at the atomic scale, SEMs
1. do not require extensive sample preparation and yet may pro-
duce similar results through the detection of BSEs with selected
angles;

2. retain a much large depth of field (wide observable range in z-
axis with acceptable resolution) allowing a considerable amount



Fig. 1. Basic depictions of (a) the rastering of an electron beam across a sample and the emitted signal is transferred as a function of position on a pixelated image/monitor and (b)
the emitted energy spectrum from secondary electrons (SEs) to elastically reflected electrons.
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of large-scale structural data to be collected at reduced magni-
fication (x- and y-axis) (see Fig. 2);

3. can realize observations of samples in liquid or air under at-
mospheric pressure, which can be achieved using an electron-
beam-transparent film and

4. do not require any mechanical crushing causing destruction
of the sample, thus permitting morphological information
and surface information to be retained. This last point is of
increasing importance because most chemical reactions occur
on the surfaces, both external surfaces and those of pore-walls
inside a crystal, and the direct confirmation of pores that open
to an external surface is crucial for nanoporous materials

Point 2 is discussed here, while all others will be addressed in
detail later in this article. A sample of three-dimensionally ordered
macroporous (3DOM) carbon, which was synthesized in Stein’s
laboratory can be seen to exhibit a very regular arrangement of
pores in an fcc arrangement [3e5]. Two small regions are digitally
expanded in Fig. 2b and c. Despite the height differences between
the regions, both display all the important structural details of
three types of {111} facets: ð111Þ, ð111Þ and ð111Þ planes.

1.2. Early development of SEM

Electron microscopy (EM) was invented by Ruska and Knoll in
1931 [6,7]. The first electron microscope was a TEM. Four years
later, Knoll et al. developed a precursor to modern SEM, in which
the sample, instead of the electron probe, was moved and the
Fig. 2. High-resolution scanning electron microscopy (HRSEM) image of 3DOM carbon demon
magnifications of the red boxes in (a) taken at 5120 � 3840 pixels. Conditions: WD ¼ 9.9 m
references to color in this figure legend, the reader is referred to the web version of this ar
emitted electrons were detected to form an SEM image [8]. The
primary aim of their research was to study the interactions be-
tween the electrons and the sample surface, so no focusing
mechanism was applied to the electron beam leading to spatial
resolutions of approximately 100 mm.

In 1938, von Ardenne used two magnetic lenses, and scan coils
to achieve the electromagnetic scanning of a focused electron beam
with a diameter of 50e100 nm on a specimen [9,10]. This was the
first experiment to detect the signals from a focus electron beam.
The lack of effective detectors for BSEs and SEs at this time meant
the equipment was primarily used as a scanning transmission elec-
tron microscope (STEM), detecting transmitted electrons using
photographic film.

Zworykin, Hilier, and Snyder developed two types of SEM based
on the use of an objective lens to demagnify the electron beam into a
probe: magnetic lens and electrostatic lens [11]. The latter achieved
a spatial resolution of 50 nm using a retarding-type lens, a through-
the lens (TTL) detector and (unsuccessful because of the poor vac-
uum technology at that time) a cold field emitter; all three of these
technologies are presently used in commercial high-resolution
equipment. The detection of signal electrons with low noise was
difficult at that time a facsimile printer was used for image
recording, the slow speed of which made it commercially unviable.

Oatley’s team at Cambridge University developed the physical
understanding of SEM [12,13]. Their associated hardware ad-
vancements, including the Everhart-Thornley detector (ET detector),
allowed SEM to achieve commercial viability [14]. The improved
detector performance achieved using the combination of a
strating high resolution and depth of field at low magnification. (b) and (c) are digital
m; Detector ¼ LED; Landing energy ¼ 1 keV; M ¼ 5000�. (For interpretation of the

ticle.)



Fig. 3. Schematic of the electrons emitted from a range, R, below the surface of the
sample. Various kinds of electrons are emitted from the sample. SE1 is generated from
impacted electrons (IE) right after the incidence, which has spatially localized infor-
mation (s1). Then, IE spread to interaction volume with a size of range R. Part of IEs are
emitted from the surface, and most of them are BSEs with maximum escape volume
described in the figure. SE2s are SEs which are generated from BSEs when they pass
through the surface. SE3s are SEs generated at a lens or a sample chamber when BSEs
hit their surfaces. Since SE2 and SE3 are from BSEs, they have rather spatially broad
information (s23).
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fluorescent screen and a photomultiplier permitted real-time
capture by displaying the SEM image on a cathode-ray tube
(CRT), and the same principle is still used in modern SEM systems.
Oatley’s team also promoted the use of magnetic objective lenses
over the commonly used electrostatic standard of the time for SEMs
[12,15], because aberrations in a magnetic lens are smaller, and it is
easier to focus a high-energy electron beam using such lenses than
using einzel-type electrostatic lenses [12].

1.2.1. Electron source
A thermionic electron source was initially used, and such sour-

ces are still used now in cost-effective SEMs [16]. Crewe et al.
developed a cold field emitter for EMs [17], where electrons are
emitted from a filament through the exploitation of the tunneling
effect. Later, an alternative called a Schottky emitter was developed
[18,19]. A Schottky emitter is sometimes called as a thermal field
emitter because the same hardware is occasionally used as the
thermal field emitter [20], though it operates by the principle of
Schottky emission, in which thermally excited electrons originate
from a bulk material, and the barrier height is reduced by a strong
electric field. SEMs equipped with these three types of electron
sources are called FE-SEMs and produce higher-resolution images
because of their smaller spot size.

1.3. Contrast formation

The interaction of the probe with the sample produces various
electrons from a depth, R, a good approximation for which is given
by Equation (1) [20,21], where A ¼mass number; E0 ¼ energy of IE,
r ¼ density; and Z ¼ atomic number.

RðnmÞz27:6$A$
�
g$mole�1�$E0$ðKeVÞ1:67
r
�
g$cm�3

�
$Z0:889

(1)

SEs originate from the IE, BSEs escaping from the sample surface,
and BSEs smashing the sample chamber. SEs from these three
sources are referred to as SE1, SE2 and SE3, respectively (Fig. 3).
These different types of emitted electrons produce signals of
different resolutions and contrast types [22].

1.3.1. Composition
The direction of IEs can vary primarily because of elastic scat-

tering in a sample. A typical model used to explain the cross-section
of elastic scattering is the screened Rutherford model that is
described as follows [23]. (A Mott cross section may be used for
more explicit calculations [23,24].)

dsel
dU

¼ jf ðqÞj2 ¼ e4Z2

4ð4pε0Þ2m2v4
$

1�
sin2ðq=2Þ þ sin2ðq0=2Þ

�2
(2)

sinðq0=2Þxq0=2 ¼ l=4pR (3)

R ¼ aHZ
�1=3 (4)

aH ¼ h2ε0=pm0e
2 (5)

here, s ¼ total elastic cross section, e ¼ charge of an electron,
Z¼ atomic number, ε¼ dielectric constant,m¼mass of an electron,
v ¼ velocity of the electron, aH ¼ the Bohr radius ¼ 0.0569 nm, and
l ¼ wavelength of the electron.

Elastically scattered electrons whose trajectories are sufficiently
altered may exit through the sample surface as BSEs. (They may
have undergone inelastic collisions in the process, however all have
an emitted energy, by definition, of greater than 50 eV) Their
number is strongly related to the cross section given in Equation (2)
and, ultimately, to Z2. BSEs therefore produce compositional
contrast.

1.3.2. Orientation
The intensity of BSEs also depends on the lattice orientation of a

crystalline sample. IEs injected along a lattice plane or a zone axis
propagate deep into the sample (called planar or axial channeling)
so the amount of BSEs becomes small compared to IEs that are not
injected along a crystal plane. This fact forms the basis of electron
channeling contrast imaging (ECCI) that will be explained in Section
5.4.

1.3.3. Topography
IEs and BSEs that inelastically interact with the sample create

SE1 and SE2, respectively. The combination of the much shorter
escape depth of SEs than BSEs (typically <2 nm and approximately
5 nm, respectively, at a 1 keV landing energy [25]) and the fact that
SE emission is proportional to sec[q] (q ¼ surface tilt) causes the
image contrast of these types of the SEs to be highly topographic
[23].

Superfine structures are further enhanced by the edge effect to
atomic-level resolution: when the electron probe reaches the edge
of a crystal surface or there is a sufficiently large undulation that the
interaction volume protrudes outside of the material, extra SE2s
will be produced. Fig. 4 shows the imaging of terraces on the sur-
face of Linde type A Zeolite A (LTA). Transference of the sample to an
atomic force microscope (AFM), where the crystals were relocated
and imaged ibidem (at the same location), confirmed that theywere
single, 1.2 nm steps, despite a quoted resolution of 1.5 nm under
such conditions.



Fig. 4. Ibidem high-resolution scanning electron microscopy (HRSEM) and atomic force
microscopy (AFM) measurements acquired on zeolite A: (a) split-screen HRSEM/AFM
deflection image of the (100) surface, (b) AFM height image with a region chosen for an
equivalent cross section, and (c) cross section showing 1.2 nm terraces.
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1.3.4. Sample inclusions/impurities
The BSE contrast for inclusions that consist of heavy elements

(such as gold) within a matrix of light elements (such as silicon) is
larger than the BSE contrast for light-element inclusions (such as
polystyrene on lead-free solder), to the extent that such inclusions
are not usually visible (compare Fig. 5b with Fig. 5d). However, the
SE contrast is high in both situations (compare Fig. 5a and c).

Inclusions of different materials are usually visible, provided
that the size of the inclusions is at least as large as the beam
diameter (and, therefore close to the resolution). Inclusions below
the sample surface must be considerably bigger than the beam
diameter; otherwise, they are not observed because of the spread of
the electrons through the sample and the resulting beam broad-
ening. The relation between beam diameter (spot size) and reso-
lution is discussed below.

1.4. Factors that determine beam diameter

The theoretical calculation of the beam diameter is related to the
empirically determined SEM resolution [26]. A certain minimum
diameter of the electron probe (spot size) at the sample surface is
necessary for high-spatial-resolution imaging. The diameter d of
the impact electron beam is estimated as a disc of least confusion, d,
as follows [23].

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2o þ d2d þ d2s þ d2c

q
(6)

do, dd, ds and dc are contributions to the disc from the source size,
diffraction, spherical aberration, and chromatic aberration, respec-
tively, which are expressed as follows:

d0 ¼ 2
pa

ffiffiffiffi
IP
b

s
(7)

dd ¼ 0:6$l
a

(8)

ds ¼ 0:5$Csa3 (9)

dc ¼ Cc
DE
E

a (10)

IP (A) ¼ impacted electron-beam current, b

(Am�2 sr�1)¼ brightness of the electron source, a (rad)¼ impacted
electron beam convergence angle at the sample position, l

(m) ¼ wavelength of the impacted electron beam at the sample, Cs
(m) ¼ spherical aberration constant, Cc (m) ¼ chromatic aberration
constant, DE (J) ¼ energy spread of the electron source, and E
(J) ¼ landing energy on the sample.

To reduce the spot size at low landing energy, we need to
consider that brightness b is proportional to E, which requires the
electron source with high b. If b is sufficiently high, d0 term is
negligible compared with dd term in equation (6). We also need to
consider that l is inversely proportional to root E. Thus, conver-
gence angle a should be increased, which cause ds and dc terms to
increase. From equations (7)e(10), we understand that four factors
affect the spot size at low landing energy: brightness b, energy
spread DE, Cs, and Cc. An increase in brightness and reduction in
energy spread is required to reduce the spot size, hence themove to
field emission electron sources (see Table 1).

Beyond exploitation of field emission electron sources,
improvement of objective lens, especially combination of magnetic
field and electrostatic field is crucial for further reducing Cs and Cc.

Note: Equation (6) well describes the behavior of the beam
diameter for our purposes. More accurate predictions require nu-
merical wave optical calculations [27] or associated approximations
using analytical models [28].

2. The importance of low voltage and signal filtering

Evenwithaminimal spot size and the largeamountof signal from
the sample, there are a great many factors that require the voltage
of the impacted electrons to be as low as possible for the high-
resolution surface imaging of nano-electric insulator materials.

2.1. Signal generation

SE detectors cannot distinguish between SE1 and SE2: the latter
is generated even at large distance away (approximately half the
value of R given in Equation (1)) from the impacted beam as BSEs,
which therefore reduces the resolution and topographic compo-
nent in topographic-contrast images. Fig. 6 shows the trajectories of
interacting electrons inside a sample and their decrease in range and
exit area with decreasing the landing energy of IEs. The resolution



Fig. 5. Contrast between heavy and light elements in SE and BSE images. (a) SE image and (b) BSE image of gold (heavy element) on a silicon substrate (light element). (c) SE image
and (d) BSE image of polystyrene particles (light element) on lead-free solder (heavy element). Conditions: Electron landing energy ¼ 15 keV; Substrate bias ¼ 0 kV; Working
distance ¼ 20 mm.
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of BSEs is generally reported to be similar to their range [23,29]. A
good approximation is given by Equation 1

At low landing energies, the spreading of interacting electrons is
considered to be as small as the escape depth of the SEs. The reso-
lution of the BSE image is therefore expected to be as good as that of
the SE1 image. The SE2 component in the SE image will contain a
great deal of spatial information, leading to high-contrast SE im-
aging. Therefore, information from the sample surface is easier to
obtain using a lower landing energy in SEM,while information from
the bulk is obtained when using a higher landing energy [30,31].

2.2. Charging effects

There are various nano-materialswhich are electrical insulators,
such as mesoporous silica. To observe them using SEM, techniques
to reduce charging up of specimens are required. Particular scan
strategies to reduce charging; the reduction of the beam-irradiation
time for each pixel or successive scan and the subsequent inte-
gration of the signal for each point is effective in reducing the
charging effect. However, a reduced landing energy also reduces
Table 1
Properties of electron source most relevant to beam diameter [20]. Thermally
excited electrons are ejected from a tip in a thermionic source. Thermally excited
electrons are ejected beyond the barrier at source/vacuum interface while the bar-
rier height is reduced by strong electric field in a Schottky field emitter. Electrons
quantum mechanically tunnel from the source to vacuum in a Cold field emitter.
Depending on the principle of the sources, brightness and energy spread differ
significantly.

Electron source Brightness
(A/cm2 sr)

Energy spread (eV) Spot size (nm)

Thermionic 105e106 1e3 5000e100,000
Schottky field emission 108 0.3e1 15e30
Cold field emission 108 0.3 <5
the charging of the samples to some extent [37]. The electron yield
(s) is the ratio of the emitted electrons to IEs and is the sum of the
secondary electron yield (d) and the backscattered electron yield (h).
An electron yield of less than 1 results in a negatively charged
sample and thus a distorted image. s increases with decreasing
landing energy and often exceeds unity at low energy, while it
begins to decrease again at extremely low energy (typically less
than 500 eV). The conventional model predicts that charging does
not occur when s is unity, although the reality is more complex
than the prediction of this simple model [37e40].
2.3. Beam damage

The reduction of the landing energy is an essential consideration
in the reduction of the type of beam damage experienced by nano-
materials in SEM. Unlike beam damage of biological TEM samples,
for which the use of a cryo-TEM (a TEM inwhich the sample holder
is cooled using liquid nitrogen or liquid helium) is encouraged to
reduce the sample temperature and thereby stabilize the samples.
The beam damage faced by crystallographers in SEM is of a non-
biological (C-A) transition type [41], in which the IEs chemically
alter the insulating sample. The beam damage is more severe in
mesoporous andMOF crystals, which possess less-ordered chemical
bonds and much weaker molecular bonding, respectively.

Fig. 7 illustrates the beam-damage phenomenon observed on
crystal surfaces of LTA. Irreversible, sub-surface damage in the form
of surface depressions of a maximum of 15 nm has been observed
in LTA. The depth is proportional to the time of exposure, the
magnitude of the current and the landing energy. The latter is
proportional to the range of inelastic collisions and comparable to
the size of the depressions (Equation (1)). This finding suggests that
inelastic collisions are responsible for the chemical change and the
subsequent collapse/densification/ejection of material.



Fig. 6. CASINO Monte Carlo simulation [32,33] of the electron trajectories of electrons upon interaction with a bulk silicon sample. Electrons indicated in red are BSEs. In a typical
Monte Carlo simulation, injected electrons are treated as particles. The direction change of a IE is described by elastic scattering (cross sections: see Equation (2)). The length of the
straight path between elastic events is determined by the mean free path. The loss of energy of the electron is typically described by a continuous-slowing-down model [34e36].
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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The damage leaves the surface of the crystal structurally intact
but with a reduced contrast. Ibidem AFM demonstrates that the
terraces are resolvable with heights that differ by less than 5%. This
suggests that the surface of the crystal is covered in a uniform layer
of material, created during the damaging process, that masks
the topographic contrast in the SEM image. The surface is not
destroyed. The material is believed to at least partially originate
from contamination because topographic-masking contrast may
manifest even when there is no recorded damage to the rest of the
crystal.

3. Low landing energy and signal-filtering methods

3.1. Combined objective lens

The objective lens, in addition to demagnifying the electron
beam to a probe, can also help to filter the emitted electrons
Fig. 7. AFM image and associated cross section (represented by the green line) of zeolite A
depression formation. AFM images courtesy of Pablo Cubillas. (For interpretation of the ref
article.)
according to their utility, and decrease the energy of the primary
beam rapidly before impacting with the sample.

3.1.1. History of combined lenses
Although the aberration coefficients for magnetic lenses are

smaller than for electrostatic lenses at high beam energy, since high
voltage is required for electrostatic lenses at high beam energy,
while applicable voltage is limited due to discharge, the introduc-
tion of field-emission sources and the need for low-voltage SEM
have directed attention toward electrostatic lenses [42,43]. The
maximum electrostatic field is limited by the dielectric breakdown
(discharge) for purely electrostatic lens, and the maximum mag-
netic field is limited by the saturation of the polepieces, which are
pieces of magnetic material at a gap of magnetic lens, shaped to
control the magnetic flux distribution. Both these drawbacks limit
the shortening of the focal length and further reductions to
spherical and chromatic aberrations.
(a) and (b). (c) Height trace and schematic of the conservation of surface steps despite
erences to color in this figure legend, the reader is referred to the web version of this
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Pease et al. (1967) experimentally demonstrated that a combi-
nation of a magnetic lens and a retarding electrostatic field
permitted the further reduction of spherical and chromatic aber-
rations, and thus allowed the achievement of landing energies as
low as 10 eV [44]. Yau et al. (1981) further investigated this type of
lens combination to improve the spot size (although the primary
purpose of this objective lens was low-voltage electron-beam
lithography) [45]. They proposed two configurations:

a. A magnetic field is generated between the first and second
polepieces, with a voltage applied between the second pole-
piece and the target (sample). In this case, the sample is
immersed in an electrostatic field, but not in a magnetic field
(Fig. 8a).

b. A magnetic field and an electrostatic field are applied between
the first and second polepieces, and the target is placed onto the
second polepiece. In this configuration, the sample is immersed
in both an electrostatic field and a magnetic field (Fig. 8b).

The lens effect is achieved in both cases by applying a negative
bias to the sample against the aperture thus immersing the aper-
ture in a strong electric field. This produces a larger convergent
force against the incident electrons to the sample, which shortens
the focal length and generally results in smaller aberrations than
those of independent systems [45].

Various other types of combined lenses (using bothmagnetic and
electrostatic fields) have proposed and implement [43,46e51].

3.1.2. An application of specimen bias
The application of negative bias to the sample is one valuable

method of generating an electrostatic field between the magnetic
lens and the sample to act as a focusing and retarding field for the
primary electrons, and an accelerating field for electrons emitted
from the sample.

The SEM images of sputtered gold nano-particles on carbon
obtained at a landing energy of 500 eV with different sample biases
are shown in Fig. 9. The resolution of the SEM image is greatly
improved with the bias from 0 to �5 kV.

3.2. Through-the-lens detection system

3.2.1. The working-distance problem
As described in 1.2, ET detector is still an important detector for

current commercially available equipments. ET detectors placed
outside of the optic column are referred to as lower ET-detectors
(LEDs) to avoid confusion with ET detectors that combine a
Fig. 8. Schematic of objective lenses implemented by Yau et al. [45]. (a) a magnetic field is ap
field. (b) the sample is placed on a magnetic polepiece, so the sample is immersed in the m
scintillator and photomultiplier. LEDs detect SE1, SE2 and SE3 (see
Fig. 3) [20,22].

A short working distance (WD, the distance between the objec-
tive lens and the sample) decreases the detected amount of SE1 and
SE2 relative to SE3. The sum of SE2 and SE3 may reach 89% of the
total signal for high Z sample of gold [20], thereby reducing the
high-resolution topographic component of the image.

The pattern of images shown in Fig. 10, taken at short vs. long
working distances (see Fig. 10d and f compared to Fig. 10a and e,
respectively), closely resembles to the examples given in Fig. 5 for
BSE images vs. SE images (note the inability to differentiate the light
polystyrene inclusions from the heavy solder substrate at short
WDs). This observation, in combination with the fact that SE2 and
SE3 are generated from BSEs, and not SEs, demonstrates that the LED
is effectively (though not literally) a BSE detector at a short working
distance, as has been reported elsewhere [52].

On the other hand, the detection of mainly SE1 and SE2 using
LEDs requires a longWD. However, a longWD has a negative impact
on the spot size, and ultimately, the resolution. An alternative
possibility is to place the detector within the lens itself: such a
configuration is called a through-the-lens (TTL) detection system.

3.2.2. TTL detectors
WDs of less than 3 mm are possible with TTL detectors, which

allows the acquisition of high-resolution observations. Current
high-resolution commercial FE-SEMs frequently adopt TTL detection
systems [16].

The application of a negative substrate bias, in addition to
reducing the landing energy, improves the detection efficiency
because the BSEs, particularly BSEs with relatively lower energies,
are accelerated toward and through the column. SEs are simulta-
neously accelerated into the column and may be detected using a
different TTL detector with the application of energy filtering.

3.2.3. TTL with filtering
A typical TTL-with-filtering system (referred to by JEOL as the

JEOL System) is introduced here, using the JSM-7800F (and JSM-
7100F TTL e JEOL Ltd.) as an example (Fig. 11). TTL-with-filtering
systems have a LED outside of the column; and two TTL detectors
inside a SEM column (the upper electron detector (UED) and the
upper secondary electron detector (USD). The biased grid between
the UED and USD acts as a high-pass filter so that primarily BSEs of
high energy are selectively detected using the UED, and SEs of low
energy are reflected by the grid and collected by the USD. The
application of a positive bias to the grid allows the UED to become
a mixed-signal detector that collects both SEs and BSEs. The
plied between the two polepieces, so the sample is not immersed in a strong magnetic
agnetic field.



Fig. 9. SEM images with increasing substrate bias from (a) 0 V to (c) �5 kV. The red line indicates the position for the line profile. Assuming a Gaussian distribution, the resolution
improves. Conditions: JSM-7800F with GBSH (Gentle Beam Super High resolution), which allows a specimen bias of down to �5 kV; Landing energy ¼ 500 eV. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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application of a substrate bias increases the upward velocity of the
BSEs allowing more efficient collection (Fig. 11b).

TTL-with-filtering systems have been used as LSI (Large-Scale
Integrated circuit) testers to detect electric potential of LSIs
[53,54,46].

4. Images collected using a combined lens and a TTL
detection system with filtering

4.1. Mesoporous LTA

A HRSEM investigation of the mesoporous LTA after cross-section
polishing (CP) revealed the presence of a disordered network of
mesoporous channels that penetrated themicroporous zeolite crystal
Fig. 10. Working-distance dependence of contrast for images acquired using the LED. (aed)
contrast and brightness were kept constant. (e) Polystyrene particles on lead free solder sub
solder. WD ¼ 5 mm. Predominantly a BSE-like image. JEOL JSM-7800F.
[55]. This mesoporous LTA has been synthesized by Ryong Ryoo’s
group under hydrothermal synthesis conditions that incorporated a
quaternary ammonium-type organosilane surfactant. Mesoporous
LTA is highly electron-beam irradiation sensitive. Possibility of
beam damage reduction by lowering landing energy reduction is
investigated.

The image obtained using a landing energy of 80 eV exhibits
lesser edge effect because of small interaction volume [30]. Landing
energies of 1 keV and above produced beam damage (Fig. 12).

4.2. IRMOF

MOFs are made by linking inorganic and organic units. They
have large pores inside their crystals and are effective at gas
Gold nano-particles on silicon substrate. Left to right: WD ¼ 20, 10, 5, and 3 mm. The
strate. WD ¼ 20 mm. Predominantly an SE image. (f) Polystyrene particles on lead free



Fig. 11. Schematic diagram and the typical trajectories of SEs and BSEs for JSM-7100F TTL and 7800F: (a) without substrate bias and (b) with substrate bias. SEs and BSEs are
selectively detected using electrodes, the energy filter, and four different detectors.
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storage, separations and catalysis. Since linker length is controlled
exactly, pore size is precisely controlled. To investigate the connec-
tions of pores to the surface is very important, since the connec-
tions are critical for the performances of the storage etc. Therefore,
not only the pore structure is investigated using TEM, but also the
surface structure of the MOFs was investigated using HRSEM.

An isoreticular series of MOF-74 structures (termed IRMOF-74-I
to XI) with pore apertures ranging from 1.4 to 9.8 nm has been
synthesized by Omar Yaghi’s group [56].

Fig. 13b shows a Cs-corrected High-Resolution TEM (HRTEM)
image. The electron-beam damage to the specimen was minimized
as much as possible by minimizing the beam density and
compensating for the associated reduction in the signal-to-noise
ratio (S/N) through the superimposition of individual frames. (The
HRTEM image is an accumulation of 7 frames, each with a 0.5 s
exposure time, after drift compensation. Fig. 13c was acquired via
SEM at an electron landing energy of 300 eV after application of the
Gentle Beam Super High resolution (GBSH) technique for the JSM-
7800F. Hexagonally arranged pores of w3.5 nm in diameter can
be clearly observed. The connectivity of the pores to the surface is
clearly shown by a SEM observation.

4.3. Helical TiO2

Chiral TiO2 nanofibers with electron-transition-based optical
activity have been synthesized by Shunai Che’s group via the
Fig. 12. SEM images of mesoporous LTA acquired at low landing energy, thereby
transcription of the helical structure of amino-acid-derived
amphiphile lipid enantiomers through coordination-bonding in-
teractions [57].

The chiral fibers were w25 nm in width with a w100 nm pitch
length along the fiber axis. The small size of the features, made
observation of the fine details of the helical morphologies by SEM
very difficult. The morphology of the fibers was realized by HRSEM
by application of a (high resolution) high column energy and low
landing energy through the application of specimen bias (Fig. 14a
and Fig. 14b). The corresponding HRTEM image and model are
presented in Fig. 14c and d, respectively, showing inner tubular
structures of w12 nm in diameter along their central axes. The as-
prepared amorphous hybrids were converted into crystalline TiO2
with stacks of anatase nanocrystals of w20 nm in size via calci-
nation (Fig. 14eeg).

Since the calcined sample was more stable against the beam,
higher landing energies were used to achieve a higher resolution.
The associated increase in charging was reduced through the use of
a shorter working distance. Fig. 14f shows an HRTEM image of an
array of nanocrystals that exhibit contrast close to the <111> zone
axis of the anatase structure. The adjacent nanocrystals have a
rotational misplaced arrangement, piling up by sharing one of their
{101} facets while keeping one <111> axis in common, leading to a
helical array of nanocrystals with nearly parallel <111> axes
(Fig. 14g). It is very difficult to determine the structural relations of
all the nanocrystals from these results only, because of the
reducing the effect of beam damage. Conditions: Specimen bias ¼ �5 kV.



Fig. 13. (Left) Schematic drawing, (center) TEM image, and (right) SEM image of IRMOF-74-VII. Pores of 3.5 nm in diameter can be clearly observed. TEM conditions: JEM-2010F FEG-
TEM; Accelerating voltage ¼ 120 kV; CEOS post-specimen spherical aberration corrector; Beam density ¼ 50e130 electrons/nm2. SEM conditions: Beam current ¼ 2.0 pA. Landing
energy ¼ 300 eV. Sample bias ¼ �5 kV through GBSH.
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overlapping crystals and the small crystal size. Based on the initially
formed double-helical structures, we suggest that the crystalliza-
tion process occurred locally while retaining characteristics of the
double-helical morphology of the as-prepared samples, despite the
disappearance of the hollow tubular structures.

Both the amorphous and the post-calcined anatase crystalline
helical TiO2 fibers exhibited an optical response to circularly
polarized light at the absorption edge nearw350 nm. This response
was attributed to the semiconductor TiO2-based electronic transi-
tions from the valence band to the conduction band under an
asymmetric electric field [57].
Fig. 14. Helical TiO2 of an as-prepared organic lipid: (a & b) HRSEM images. Conditions: Land
voltage ¼ 200 kV; (d) Schematic drawing. Calcined chiral crystalline hybrid TiO2 fibers: (
WD ¼ 2.2 mm (f) HRTEM image. Accelerating voltage ¼ 200 kV; (g) Schematic drawing.
4.4. Mesoporus silica crystal (SBA-15)

Mesoporous silica crystal, SBA-15, has 2D-hexagonally arranged
primarymesopores (channels) of the plane group p6mm. The crystal
has a highly complex porosity with unordered pores that penetrate
the amorphous silica wall in addition to the main mesopores [58].
Changes to the formation sequence lead to varying degrees of plugs
within the mesopores, potentially sealing the mesopore’s off
from the exterior, making the mesopores inaccessible to chemical
reagents or probing gas molecules. Owing to these porosities,
mesoporous silica is expected as gas storage and catalysis. The
ing energy ¼ 500 eV; Sample bias ¼ �2 kV;WD ¼ 3 mm. (c) HRTEM image. Accelerating
e) HRSEM image. Conditions: Landing energy ¼ 1.0 keV; Specimen bias ¼ �2.0 kV;



M. Suga et al. / Progress in Solid State Chemistry 42 (2014) 1e2112
connections of these pores to the surface are again important for
the performance. Although nitrogen sorption generally provides
valuable information regarding the porous character ofmesoporous
materials, only direct observation can unveil detailed information
concerning the porosity.

HRSEM of SBA-15 suffers particularly strongly from charging ef-
fects. A specimen bias was therefore applied to lower the landing
energy to 300 eV and increase the electron yield. Maintaining a
constant landing energy and beam current demonstrated that an
increase in column energy and specimen bias (cf. Fig. 15b with
Fig. 15a) improved both the resolution and S/N. Both inter-channel
micropores and plugs within channels can be observed in Fig. 15c.

4.5. Au@TiO2 yolk-shell material

Gold yolk-shell materials, Au@TiO2, Au@ZrO2 and Au@C, have
been synthesized via nanocasting of gold nano-particles within
porous-walled, hollow spherical shells (or supports) of TiO2, ZrO2
and carbon. Synthesis via the silica route can produce Au@SiO2@X
(where X ¼ TiO2, ZrO2 and carbon), where the SiO2 core is then
selectively removed using aqueous NaOH. The catalytic potential of
the pore-walled supports, the intrinsic catalytic activity of gold
nano-particles and the highly structurally and compositionally
defined yolk-shell particles, even at high temperatures, make these
types of material ideally suited for discriminating the effects of
support and particle size for mechanistic studies of heterogeneous
catalysis [59].

The electron diffraction (ED) pattern and the HRTEM bright-field
(BF) image (Fig. 16a and b, respectively) reveal that TiO2 possesses
an anatase structure with a regular truncated tetragonal bipyra-
midal morphology. The gold particles are spherical, with a diameter
of approximately 17 nm, and sometimes twinned (not shown here).

TTL with filtration, biased at �500 V, allows the USD and the UED
to simultaneously collect electrons of low and high energy, which
Fig. 15. HRSEM images of SBA-15. Conditions: landing energy ¼ 300 eV; Beam current ¼ 5.5 p
Specimen bias ¼ �5 kV; Sample Ar ion cleaned for 10 min at 300 eV. Micropores can be c
predominantly correspond to topological SEs and compositional
BSEs, respectively (Fig. 16d and e). The resolution of the BSE image
obtained using UED can be improved by increasing the specimen
bias, as expected: this improvement is illustrated by the differences
among Fig. 16feh. (The landing energy and beam current were kept
constant.)

5. Other applications of backscattered electrons

5.1. The potential of highly resolvable BSE1

The potential resolution of BSEs is not well clarified [29]. How-
ever, it has been experimentally reported that high resolution can
be obtained in BSE images [60,61], possibly through the detection of
BSE1 instead of BSE2 (BSE1 and BSE2 are originally called BS1 and
BS2 by Joy in his paper) [29]. The former is scattered near the
incident point of the IEs, resulting in high-resolution contrast, while
the latter is generated deep within the sample (the size and shape
of this signal is simulated in Fig. 6), thus result in less-resolvable
image definition, as intensive investigation by Merli et al. [62]
have shown. An example is given in the contrast of Fig. 5b and d,
where the former has a strong BSE1 signal component, while the
latter’s BSE1 signal cannot be identified because of the high BSE2
background that arises from the presence of a low BSE coefficient of
the material. Angle selection may allow the collection of informa-
tion regarding topology, crystalline direction, and/or composition
[63].

5.2. Low loss electrons

It is possible to filter BSEs based on energy as well as angle.Wells
et al. have proposed to improve the resolution of BSE images by
detecting energy-selected BSEs [64]. Joy has also noted that BSE1
(described in Section 5.1) corresponds to LLE (following
A: (a) Specimen bias ¼ �2 kV; (b) Specimen bias ¼ �5 kV. (c) Landing energy ¼ 300 eV;
learly observed. (d) Digital magnification of (c).



Fig. 16. Nanostructural analysis of Au@TiO2 using (aec) TEM (ARM-200F) and electron-energy-filtered SEM images providing mainly (d) SE and (e) BSE information, (feh)
demonstrate the resolution improvement in the BSE image that can be achieved by applying sample bias. Conditions: Electron landing energy ¼ 2 keV; UED energy filter bias set to
e 500 V, 1 kV; and beam current ¼ 50 pA, respectively.
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explanation) and selective BSE1 improves spatial resolution [29].
The basic principle is described below.

Fig. 17 shows the Monte Carlo simulation results obtained with
different cut-off energies of electrons inside a sample for a
landing energy of 500 eV. Here, the cut off energy is the energy at
which the calculation is terminated for each trajectory. The
maximum energy loss of an electron is the energy of the IE minus
the cut-off energy. BSEs with small energy losses are called low-
loss electrons (LLE) [64], although no quantitative definition exists.
As the cut-off energy increases, corresponding to a decrease in the
energy loss, the spreading of the interacting electrons inside a
sample decreases. Thus, it is expected that the resolution can be
improved using LLEs. This is the basis of the proposal developed
by Wells.
The BSE signal contains information from both shallow and deep
regions. From the Monte Carlo calculation results presented in
Fig. 17, we can select the signal-generation depth by selecting the
energy of the BSEs: using LLEs, we can obtain information from the
shallow region. This energy selection has a similar effect to
decreasing the landing energy of the IEs. If a structure is present
near the surface, the contrast produced by it becomes strong when
LLEs are detected, because signals from deeper regions are omitted.
In other words, we can eliminate the background signal originating
from deep inside the sample. If a structure is present at deep po-
sition, it cannot be observed using LLEs. If the sample has a uniform
structure from the surface to deeper position, the resolution im-
proves, as demonstrated by Merli et al. both theoretically and
experimentally [65]. Meanwhile, the signal amount decreases with



Fig. 17. Monte Carlo simulations of low-loss electrons (LLE) depicting the IE spreading in a sample for various IE cut-off energies. As the cut-off energy increases, there is a cor-
responding decrease in the energy loss and spreading of the electrons within the sample. Landing energy ¼ 500 eV.
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increasing the cut-off energy. Thus, the signal-to-noise ratio (SN)
may degrade. An optimized choice of the energy cut-off should
exist. Merli et al. have calculated the optimal energy loss for the
cross-section of a semiconductor superlattice- sample by balancing
the competing effects of contrast enhancement and SN degradation
[65].

The LLE method is especially suitable for high-BSE samples. In
comparison with lowering the landing energy to obtain surface in-
formation, LLE also offers the advantage of a smaller beam diameter,
as a higher landing energy of the IEs can be used, offering higher
resolution. Further experimental investigation of this approach is
needed.

5.3. Atmospheric SEM

In conventional electron microscopes, samples are placed under
vacuum. Thus, it is not easy to observe dynamic phenomena in
liquid or gas. In addition, wet samples such as biological samples
require time consuming sample preparation including dehydration
and dryness. To overcome these problems, atmospheric scanning
electron microscope (ASEM) has been developed. In the detection
of BSEs from structures near the surface of a sample, samples placed
under liquids or atmospheric gases can be imaged at high resolu-
tion [66e68].

5.3.1. Concept and structure of atmospheric SEM
Soon after the invention of electron microscopes, there was a

demand for a chambers that could operate at atmospheric pressure.
Abrams and McBain attempted to observe gaseous and aqueous
samples in a TEM by placing such samples between two electron-
transparent collodion films in a capsule [69]; this type of capsule,
after further development and improvements, later became known
as environmental cell (EC) [70e72]. The production of tougher and
thinner film via micro-fabrication using Micro-Electro-Mechanical
Systems (MEMS) technology has further improved the EC applica-
tions [73e76].

A schematic diagram of a common ASEM setup is shown in
Fig.18. The ASEMdish (Fig.19aeb) is placed above the inverted SEM
column. A 100-nm-thick Si3N4 film (the exact composition of which
can vary due to the chemical-vapor-deposition method of fabrica-
tion and is therefore more generally referred to as SiN) window at
the bottom of the ASEM dish separates the vacuum from the
sample, which is at atmospheric pressure. The Si3N4 film is thin
enough to minimize any significant IE spread, thus permitting the
high-resolution observation of samples under atmospheric pres-
sure [66e68].

5.3.2. Colloidal silica e observation of dynamic phenomena in
liquid

To investigate the capability to observe samples in liquid,
colloidal silica particles in liquid (bright spots of 1 mm in diametere
Fig. 20aec) have been continuously observed using ASEM. The
trajectories of two particles, which are shown in Fig. 20d, demon-
strate that their random motion is caused by the movement of the
surrounding water molecules. The strong electron beam gathered
positively charged silica particles into a closed packed structure
(Fig. 20eeh). A reduction in magnification from �10,000 to �5000
(and therefore a reduction in current density) resulted in a gradu-
ally dispersal (Fig. 20iel) [77].

5.3.3. Gold deposition e observation of electrochemical phenomena
The electrochemical deposition of gold can be observed in an

ASEM system fitted with an electrochemical cell, as depicted in
Fig. 19ced. The two electrodes consisted of a 30-nm-thick Ti layer



Fig. 18. Schematic cross-sectional view of Atmospheric SEM (ASEM specifically, the
ClairScopeTM system JASM-6200, JEOL Ltd.). An Si3N4 film separates the vacuum from
the sample, which is under atmospheric pressure. An inverted scanning electron mi-
croscope located under the dish focuses an electron beam onto the sample through the
Si3N4 film. The detector, which is located in vacuum, captures the electrons back-
scattered from the sample after they are transmitted back through the film. The optical
microscope (OM) above the dish observes the same sample area as the ASEM.
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and a 100-nm-thick Au layer on the Si3N4 film, which was
patterned using conventional photo-resist and wet etching
methods [78,79]. A dynamic phenomenon occurred near the
cathode within 2.4 s of the application of current in the form of
tree-like contrast (Fig. 21). The tree-like deposition was confirmed
to be gold in a later SEM-EDS (Scanning Electron Microscope e

Energy Dispersive X-ray Spectrometer) analysis andwas speculated
to have formed via the electrochemical migration processes with
chloride ions [80].
Fig. 19. Structure and characteristics of ASEM dishes. (a) Schematic cross-sectional view and
polystyrene body, which is placed on the ASEM. (c) Schematic cross-sectional view and (d
standard dish, however, electrodes at 100 mm apart are fabricated on the Si3N4 film of the
The measurement of deposition formation at both mesoscopic
and microscopic resolutions in real time using ASEM can aid in
understanding the factors that influence deposition shape.

5.3.4. COS7 e observation of biological cells
COS7 cells may be imaged using both an optical microscope

(OM) or ASEM. Such imaging requires culturing in an ASEM dish
and the sequential staining of the endoplasmic reticula with both a
fluorescent dye and a heavy-metal dye to allow the ibidem obser-
vation of contrast in the corresponding microscopes (cf Fig. 22aeb
and cee). The contrast of the ASEM images is also enhanced using
charged-nanogold particles [81].

ASEM is therefore able to observe the microstructure of cells in
solution at higher resolution than OM (An ASEM resolution of 8 nm
has been recorded elsewhere using a sample of WGA-gold (15 nm)
as a label [68]). Because of a very short sample-preparation time
(less than 20 min), cells can be fixed and stained at decisive mo-
ments in biological processes, making ASEM very suitable for
research regarding drug administration, among other applications
[82e84].

5.4. Electron channeling contrast imaging (ECCI)

ECCI has been proposed to observe dislocations using SEM. Its
potential advantages over TEM, for which it is necessary to make
thin sample in order to transmit electrons, include the following:
reduction in sample destruction, and in preparation time and re-
sources; the capability of in-situ analysis, as bulk sample is
observable within the depth of BSE generation (approximately half
of R in equation (1)); the reduction in artifact formation; a more
holistic view permitting comparison of dislocations on more
macroscopic scale including the effects of grain boundaries, in-
trusions, extrusions and cracks [85], the crystallography of grains,
and other heterogeneities of microstructure that are required, for
example, in high-strength steel, and the observation of low-
dislocation-density samples [85].

The basic concepts and history of ECCI have beenwell described
in review papers [86e88]. When the electron beam is injected to
(b) photo of a standard ASEM dish. A Si chip with an Si3N4 film window is placed in a
) photo of an electrochemical ASEM dish. The basic structure is similar to that of the
dish. Cables attached to the electrodes apply current between them.



Fig. 20. In situ ASEM images of colloidal silica particles in liquid. (aec) M ¼ �5000. Time between each image ¼ 0.5 s. The 1-s trajectories of the two particles indicated by arrows
in (a) are superimposed on an enlarged image of (c) in (d). Random motion of the particles was observed. (eeh) M ¼ �10,000; these images demonstrate radiation-induced
self-organization. The time between (e) and (f) was 1 s, the time between (f) and (g) was 4 s, and the time between (g) and (h) was 20 s (iel) Dispersal. The time between
each image was 2 s.
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one point and the angle incidence into the sample is varied (so-
called beam rocking), the dependency of the BSE strength on the
angle can be obtained. This is called the electron channeling pattern
(ECP) [89]. Scanning IEs across a crystalline sample with an
appropriate incidence angle produces BSEs whose intensity
dependent on the lattice plane of the sample, thus producing ECCI.
Crystal defects are observable using ECCI because they usually are
accompanied by a change in lattice planes [86e88].

A typical ECCI image is shown in Fig. 23 for a fatigued copper
crystal [90,91]. A ladder-like dislocation structure of persistent slip
bands is visible.

It is necessary to know the direction of the lattice plane prior the
ECCI observation. ECP has been widely applied for this purpose,
though its spatial resolution is usually limited. In contrast, electron
Fig. 21. In situ ASEM images of electrochemical deposition, under current flow between two
after the application of voltage. The interval between (a) and (b) was 2.4 s, that between (b)
and that between (e) and (f) was 2.0 s. A tree-like structure appeared (b) and grew (cef).
backscattering diffraction (EBSD) is often used to determine the di-
rection of the lattice plane for ECCI [85,92]. The spatial resolution of
EBSD is approximately 30e50 nm, so the combination of EBSD and
ECCI can improve the spatial resolution. The recent improvement in
the analysis for EBSD allows lattice plane directions to be deter-
mined more easily. ECCI can permit the visualization of micro-
structural features that are not well captured by EBSD, such as
single dislocations, dislocation substructures (e.g. cells), twins,
grain boundaries and deformation bands [93].

Recently, ECCI has been applied to the analysis of practical steels
[85,94e96] and semiconductors, including SiC, GaN, and SiGe
[87,97,98]. Because ECCI can image features of dislocations at the
nanometer scale, it will be valuable for future observation of nano-
materials.
electrodes in sodium chloride solution. (a) Region near the gold cathode, immediately
and (c) was 0.6 s, that between (c) and (d) was 1.0 s, that between (d) and (e) was 2.0 s,



Fig. 22. Endoplasmic reticulum in COS7 cells visualized ibidem using (aeb) optical fluorescence microscopy and (cee) ASEM. The cells were cultured on 100 nm Si3N4 film, then
fixed with glutaraldehyde [68], perforated, labeled with anti-protein disulfide isomerase IgG2b and with Alexa Fluor 488-labeled secondary antibody for OM contrast and, finally
further stained with platinum-blue for ASEM contrast. The higher magnification images reveal that ASEM offer the far superior resolution.
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6. X-ray detection

Electron probes also induce the emission of characteristic
X-rays from samples. These X-rays are emitted via an electron
transitions from an occupied upper level to a lower level where a
hole is produced by the irradiation of impacted-electron beam.
Therefore, these characteristic X-rays have specific energies for
each element present in the sample, which is extremely important
for research concerning nano-materials [20,99,100]. There are two
methods of detecting characteristic X-rays: energy dispersive X-ray
spectrometry (EDS) and wavelength dispersive X-ray spectrometry
(WDS). EDS is a popular attachment to SEM, because it is easy to
use, has a high X-ray detection efficiency and short measurement
time.

An EDS detector is made by a semiconductor pn junction
[20,23,99]. An emitted X-ray photon that enters the detector
Fig. 23. ECCI image of a single copper crystal: gauge length ¼ 6 mm, cross
section ¼ 4 � 4 mm. The surface-fatigue test was conducted in air. After 1500 cycles of
copper fatigue, the surfaces were mechanically and electrolytically polished to produce
a planar surface. Landing energy ¼ 15 keV, probe current ¼ 3.5 nA.
hole pairs at the depletion layer of the junction (Fig. 24a). These
electrons and holes drift in opposite directions because of the
reverse bias applied to the junction, and they are detected by a
charge-sensitive pre-amplifier. Their energy is obtained by
analyzing the detected charge: the number of electronehole pairs
is determined by the energy of the characteristic X-ray divided by
the mean energy of one electronehole pair generation.
6.1. Progress in SDD

Significant progress in the technology of EDS detectors has
recently been made in the form of the silicon drift detector (SDD),
which has reduced capacitance and leakage current. The former
primarily improves the speed and dynamic range of detection, and
the reduction of the leakage current removes the need of liquid-
nitrogen cooling.

The energy resolution (FWHM: full width at half maximum) of
EDS is described by the following equation:

FWHM ¼ 2:35
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FεE þ ε

2ðENCelÞ2
q

(11)

where: ENCel ¼ equivalent noise charge attributable to electronic
noise; F ¼ fano factor; E ¼ energy of signal X-ray; and ε ¼ energy to
excite one electronehole pair [101]. The values of F and ε are spe-
cific to the particular material used to manufacture the semi-
conductor. ENCel is described as follows [101]:
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where Ctot ¼ total capacitance of the detector and pre-amplifier;
IL ¼ leakage current of the detector; s ¼ peaking time or shaping
time, which is the time constant that characterizes the shaping
amplifier placed after the pre-amplifier; A1, A2, and A3 are constants
that are on the order of unity and depend on the shaping algorithm;
and af is the constant that parameterize the 1/f noise. The first term
is proportional to 1/s and is related to series noise. The second term
is 1/f noise, and the third term is parallel noise that is proportional
to s [101e104].



Fig. 24. Structures and potential of X-ray detection devices used for energy-dispersive spectrometry (EDS). (a) Schematic cross-sectional view of a traditional EDS device. (b) Schematic
cross-sectional view and (c) potential of a silicon drift detector (SDD).
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Before the development of SDDs, pn junctions with a nearly
parallel plate shape were most commonly used (Fig. 24a). In such
junction, the capacitance between the p- and n-region propor-
tionally increases with the increase in the X-ray detection area and
the increase in the leakage current of the junction caused by
thermally excited carriers. This increase in the capacitance en-
hances the series noise. To reduce this noise, according to equation
(12), s must be long to reduce this noise, limiting the speed of the
detection system and degrading the throughput of the X-ray
detection. In addition, the contribution of parallel noise, which is
affected by the leakage current of the junction associated with
thermally excited carriers increases when the shaping time is long.
Thus, it is necessary to cool such pn junction devises to near liquid-
nitrogen temperature [105].

SDDs were initially developed in the field of X-ray astronomy
and high-energy physics [106]. The SDD has been re-designed to
be suitable for fluorescent X-ray and characteristic X-ray mea-
surements [105,107,108]. The typical structure of an SDD device is
shown in Fig. 24b. A p-type region is formed at the X-ray incident
surface in an n-type silicon substrate. On the opposite side (upper
side in Fig. 24b), an n-type region near the center and several
cylindrically shaped p-type regions are formed. Reverse bias is
applied between the p-type region on the X-ray incident side and
the n-type region, and reverse biases of higher voltage between
the outer p-type area and the n-type region are applied, thereby
permitting the depletion of all regions of the device and leading to
the potential distribution shown in Fig. 24c. In this potential dis-
tribution, electron potential decreases from the X-ray incident
side to the n-type region, and it decreases from the outer side to
the n-type region at the center near the opposite side (upper side
in Fig. 24b). As a result, electrons generated by X-rays are collected
in the n-type region, independent of the location of their
generation.

The greatest advantage of SDD is its low capacitance in com-
parison with that of traditional EDS device. The capacitance of an
SDD is primarily determined by its structure near the collecting
anode (n-type region), and it is small because the collecting anode
is small in comparison with the parallel-plate-shaped anode of a
traditional EDS device. Thus, small capacitance is available with a
large detection area. A detection area of 150 mm2 is achievable for
SDDs [109], while the typical detection area of a traditional EDS is
10e30 mm2. In addition, a small capacitance permits the use of a
short shaping time (Equation (12)), which allows the high-speed
detection of X-rays, thus improving the throughput of composi-
tion analysis [110]. As a result of this fact in combination with the
reduction in the leakage current associated with thermally excited
carriers caused by the reduced junction area, it is not to operate an
SDD near liquid-nitrogen, and cooling with a Peltier-device is suf-
ficient for good energy resolution [107]. The energy resolution for
low-energy X-rays is also improved, because the energy resolution
is significantly affected by electronic noise in this region, and it is
reduced by the reduction in parallel noise and shot noise attrib-
utable to the small capacitance and leakage current, as described
above.

Furthermore, digital pulse processing (DSP) has also been
adapted for EDS systems. The pulse-shapingmethod and time affect
the energy resolution of EDS [102], and these can be optimized
using DSP. Recent developments of DSP methods for EDS have been
summarized by McCarthy [104].

SDDs offer easy detector maintenance, and provide high-
performance EDS. In particular, the large detection area of SDDs
allows the improved composition analysis of nano-materials.

6.2. Large area SDD for nano-material analysis

A BSE image and EDS-mapping images of Au@TiO2 are shown in
Fig. 25. In the BSE image (Fig. 25a), gold particles can be brightly
observed in the TiO2 shells, as described before. In the EDS-mappin
image shown in Fig. 25b, gold particles are also observed, though
not clearly. In this case, the detection area of the SDDwas 150 mm2

that corresponds to a solid angle of 0.049 srad. Here, IE current was
440 pA, and the substrate voltage was 0 V during the acquisition of
the image in Fig. 25b. Because of the large detection area, the
detection of faint X-rays from nano-materials is possible, thereby
permitting the observation of gold nano-particles in EDS-mapping
image.



Fig. 25. BSE image and EDS-mapping images for Au@TiO2 yolk-shell materials. (a) BSE image. (b)e(c) EDS mappings for Au Ma. An SDD detector with a detection area of 150 mm2 was
used. The probe current was 440 pA, and the acquisition time for the EDS mapping was 50 min. The landing energy was 4 keV. The substrate bias was 0 V for (b), and �5 kV for (c).
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The performance of the large detection area of an SDD can be
further improved by applying a substrate bias. In Fig. 25c, an EDS-
mapping image is shown that was acquired using a device with a
detection area of 150 mm2 and a substrate bias of �5 kV. The IE
current was the same as that of Fig. 25b and c. The spatial resolution
of EDS mapping is usually determined by the beam spreading in a
sample, but in this case, it is improved by the thinning of the IEs
because of substrate bias. At a landing energy of 4 keV, which is
relatively low for EDSmeasurements, the combination of large-area
SDD, and substrate bias permits the composition analysis of nano-
materials using SEM.

7. Other potential future improvements

7.1. X-ray detection

For very-low-energy X-ray detection, two novel techniques are
emerging. One uses a superconductor at a very low temperature
[111,112], where a superconductor is kept just below its super-
conducting transition temperature. An incidence of an X-ray
photon increases temperature of the superconductor, which further
increases the resistivity of the superconductor. The amount of the
resistivity increase is related to the X-ray photon energy. The other
uses grating and charge coupled device (CCD), which allow signif-
icant increase of detecting X-ray photons for WDS [113,114].

7.2. Aberration correction

The use ofmultipoles in TEM has stemmed from proposals [115e
117] to significantly improve lens performance through the
reduction of third-order spherical aberrations and such devices are
now commercially available as aberration correctors. In addition,
higher-order aberration correctors are emerging as a topic of
fundamental research [118,119]. Independent research regarding
SEM has led to the proposition and fabrication of second-order
chromatic and third-order spherical aberration correctors [120e124],
although their utility has yet to be demonstrated in nano-material
applications.

7.3. Electron source

The development of electron-source monochromators has been
reported for the purpose of narrowing the energy spread of source
electrons, a major contributing factor to chromatic aberration,
which itself is a limiting factor for SEM resolution and low landing
energies. These efforts offer promising possibilities for the
improvement of the resolving-power of low voltage HRSEM in the
near future [125e127].
8. Conclusions

EM methods play an important role in the characterization of
zeolites, MOFs and related materials that possess at least one
dimension in the nano-scale. These include nano-particles, nano-
rods, nano-ribbons, nano-sheets, and nano-films, to name only a
few. As the resolution of EM methods improves, more structural
detail can be observed in the crystals of MOFs and zeolites.

The evolution of EM technology, including improvements in the
resolution of structural detail, will unquestionably change the
traditional characterization of materials, in which only the space
average of the crystal lattice is considered by providing the direct
and real-time visualization of crystal surfaces and other structures
of a few nanometers in thickness.

In short, EM methods are suitable for nano-sized MOFs and
are able to effectively provide structural details and dynamic
information.
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